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Abstract: Reed-Solomon codes are some of the most widely used error correcting codes. In this paper
we introduce a decoding algorithm which utilizes the division algorithm. We develop theory and provide
examples to support the algorithm. Lastly, we prove a theorem on probability related to this decoding
algorithm and examine some probabilistic results on when this method is most effective.
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1 Introduction

With the technological demands of today’s society, digital security has been a topic of study for
many researchers(!]. Reed-Solomon (RS) codes are non-binary linear cyclic codes, constructed over finite fields,
that detect and correct multiple errors. They were created by Irving Reed and Gustave Solomon in 19602, Reed-
Solomon codes have a wide range of applications in data storage, bar codes, data transmission and satellite transmis-
sion. The well known Reed-Solomon code applications include CD, DVD and Blu-ray associated media players. The
codes were also used in the transmission of photographs from Jupiter, Uranus, and Neptune in the NASA Voyager
Program.

Reed Solomon codes are sets of algebraic curves defined by polynomials with a limited range of degrees. An

[n, k] Reed-Solomon code of length n and dimension k over a finite field GF'(¢™), for some prime number g, is a
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cyclic code of minimum distance d, where n = ¢” — 1 and d = n — k + 1,131, A major area of investigation of RS
codes involves the development and study of various decoding algorithms of RS codes. There are unique algorithms,
which decode received words that contain errors to a unique codeword [4-5], and list decoding algorithms, which

output lists of possible codewords [6—8].

In this paper we develop a method of list decoding that utilizes the division algorithm and an array that is similar
to the one constructed in standard array decoding. The array that we develop uses a correspondence between error
polynomials and polynomials that are remainders of the quotient of received polynomials and the generator polyno-
mial. We call this type of array a remainder correspondence array. In Section 2, we give background relevant to our
work. Section 3 contains our main results that allows for decoding using a sub-array of the remainder correspon-
dence array. Also, we give the Division Decoding algorithm and examples illustrating the algorithm. Probabilities

and numerical examples related to the algorithm are given to show the practicality of the algorithm.

2 Background Information

In this section, we recall relevant definitions and results needed to develop our theory. For the remainder of the
paper, let C be an [n, k, d] RS code over a field GF(¢™), where n is the code length, k is the message length, d is
the minimum distance of the code, ¢ is a prime number and m € N. There are two standard methods of encoding
Reed-Solomon codes: the evaluation approach and the generator polynomial approach. In these methods codewords

are represented as polynomials. We utilize the generator polynomial approach for our results.

To construct a t-error correcting, RS code C, we use the generator polynomial g(y) = (y —a)(y —a?) ... (y —
a®') € GF(q™)[y], where a is the primitive element of GF(¢™), and y is an indeterminate over GF(¢™). The
codewords over GF(¢q"™) can be represented by the coefficients of the code polynomials which are obtained by

multiplying a message polynomial, m(y) € GF(q™)[y], where deg(m(y)) < k. For more details, see

Remark 1 Since Reed-Solomon codes are polynomial codes we use the terms ”word” and ”polynomial”
interchangeably.

Example 1 Consider the 2-error correcting, [7,3,5] RS code C' generated by g(y) = (y — a)(y — a®)(y —
a®)(y —a*) = y* + (a+ 1)y® + y* + ay + a + 1, where a is the primitive element of GF(23) . To encode a
message polynomial we use the encoding method described above. For this example note that £ = 3. Therefore,
the message polynomials are of degree less than 3. Let m(y) = a’y + 1. To encode m(y), use the formula,
c(y) = m(y)g(y). Then c(y) = a®y° + (a® + a)y* + (¢® + a + 1)y’ + (a)y® + (¢ + 1)y + (a + 1). The
corresponding codeword is ¢ = (0,a?,a*,a®,a,a% a®). In binary, ¢ = (000,001,011,111, 010,101, 110). This is

called the block representation of the codeword.
Arrays are used in coset decoding. In this type of decoding a minimum weight codeword is chosen to be the

coset leader. We give the definition below.
Definition 1 Let C be a [n, k, d] RS code over GF(¢™). A standard array for C is a ¢" % x ¢* array of

elements of GF(¢g™)™ defined as follows:
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1. The first row in the array consists of the codewords of C, starting with the all-zero codeword.

2. Each subsequent row starts with a word e € GF(¢™)™ of a smallest Hamming weight that has not yet appeared
in previous rows, followed by the words e + ¢, where ¢ ranges over all the nonzero codewords in C' in their
order of appearance in the first row.

Example 2 Consider the [4, 2] binary, linear code C = {0000, 1011,0101,1110}. Then the standard array

for C'is
0000 1011 0101 1110

1000 0011 1101 0110
0100 1111 0001 1010
0010 1001 0111 1100
The following lemma gives a way to relate elements of the array we use which is similar to the standard array.

We write each received polynomial r(y) = ¢(y) + e(y), where c(y) is a code polynomial and e(y) is an error
polynomial. Note when e(y) = 0, the codeword has been transmitted correctly.

Lemma 1 Let C be a [n, k] RS code over GF'(¢™) generated by g(y). Let the received polynomial r(y) =
c(y) + e(y), where ¢(y) is a code polynomial and e(y) is a an error polynomial. Then R(y) = e(y)(mod g(y)),
where R (y) is the remainder of r(y)/g(y) in GF(¢™)ly].

Proof Suppose m(y) is the message that corresponds to ¢(y), the codeword. Then ¢(y) = m(y)g(y) and also
c(y) = r(y) — e(y). Thus m(y)g(y) = r(y) — e(y), which implies 0 = r(y) — e(y)(modg(y)). Hence, e(y) =
r(y)(modg(y)). Also, by the division algorithm over GF'(¢™), we may write 7(y) = n(y)g(y) + R(y), for unique
R(y),n(y) € GF(q™)[y], where either R(y) = 0 or deg(R(y)) < deg(g(y)). Thus, r(y) = R(y)(modg(y)).

Therefore, e(y) = r(y) = R(y)(modg(y)) giving the result.

Now we give a theorem that relates remainder polynomials and error polynomials. This is instrumental in our
development of creating a decoding array.
Theorem1 LetC bea[n,k,d] RS code generated by g(y) over GF'(¢™). Then there is a bijective correspon-

dence between V and U, where V = {R(y) | R(y) is the remainder of @, where r(y) is a received polynomial }

9(y)

and U = {e(y) | e(y) is an error polynomial of r(y), where r(y) = ¢(y) + e(y) is a received polynomial }.

Proof For a code C' with generator polynomial g(y), consider the mapping

T:V=>U
T: R(y) = e(y)(modg(y)),

where R(y) = e(y)(mod g(y)). From Lemma 1 it follows that T" is well-defined. We will show that T is bijective.
To show T is injective, suppose e1(y)(modg(y)) = ea2(y)(modg(y)). By Lemma 1, R1(y) = e1(y)(modg(y))
and Ra(y) = ea(y)(modg(y)), for some Rq(y), R2(y) € V. Since e1(y)(modg(y)) = ea(y)(modg(y)), by
transitivity, we have R1(y) = Ra2(y)(modg(y)). Since Ri(y), R2(y) € V are remainders, by the uniqueness of
the Division Algorithm over GF' (¢™), R1(y) = Ra(y).

To see that T is surjective, note that, by Lemma 1, for every error polynomial e(y) there is a remainder polyno-

mial of () is equivalent to e(y), where r(y) is a received polynomial. Therefore T is surjective.

9(y)
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We now introduce a lemma that we use to count the number of possible errors in any received word. This
number gives the size of the array we create, which we use to decode. Later, we introduce a theorem that will allow
us to decrease the size of the array.

Lemma 2 Given a [n, k] ¢- error correcting RS code over GF(¢™) the order of the set of error polynomials

o)) o) oo(0) -0

Proof Fix ¢ such that 0 < ¢ < ¢t. There are ( ) ways to pick 4 positions out of n. Also, there are n’ possible

is given by

errors that occur in exactly 7 positions. Since there are n ways to receive a symbol in error, for a received word

with errors in exactly 4 positions, there are n' choices. Then the total number of errors possible in the code is

o)) () or() 200

Next, we define the remainder correspondence array which we use for decoding. This array makes use of the
correspondence given in Theorem 1.

Definition 2 Let C be a [n, k, d] RS code over GF'(¢™). A remainder correspondence array for C'is a ¢ X 2
array such that the first column consists of all possible remainders R(y) of r(y / g(y), where r(y) is a received word
and the second column consists of corresponding errors e(y) such that the elements in the ith row are equivalent

modulo g(y), forall i, 1 < i < ¢.

3 Results

A drawback to utilizing decoding methods that use arrays is a decrease in decoding efficiency. Since this type
of decoding requires a search of a list, the time to decode depends on the computing system used. To make our

decoding algorithm more efficient, we utilize the following theoretical finding.

n—1
Theorem 2 Suppose C is an [n, k] RS code over the finite field GF(¢™). If r(y) = Z r;y; is received
i=0 )
message with at most ¢ errors occurring in coefficients r;, for some ¢,0 < ¢ < 2t — 1, where t = n;, then

R(y) = e(y), where R(y) is the remainder of r(y)/g(y) and e(y) is the error polynomial of r(y).

Proof By the Division Algorithm, 7(y) = Q(y)g(y) + R(y), for unique Q(y), R(y) € GF(¢™)[y], with
R(y) = 0 or deg(R(y)) < deg(g(y)) = 2¢t. Also, since e(y) is the error polynomial associated to r(y), we have,
r(y) = c(y) + e(y) = m(y)g(y) + e(y), where m(y) is the message being transmitted and ¢(y) is the codeword. So
this implies (m(y) — Q(y))g(y) = R(y) — e(y). Thus, g( ) | R(y) — e(y). By assumption since at most ¢ errors in

r(y) occur in coefficients of terms y°, for some i,0 < i < 2t — 1, deg(e(y)) < 2t. Also by the Division algorithm,
deg(R(y)) < 2t and so we have deg(R(y) — e(y)) < 2t. Therefore, R(y) — e(y) = 0 and so R(y) = e(y).

Remark 2 The previous theorem can be stated as: Suppose C' is an [n, k] RS code over the finite field

GF(qg™). If r(y) is a received word with at most ¢ errors in the first 2¢ positions, then R(y) = e(y), where R(y) is

the remainder of 7(y)/¢(y) and e(y) is the error polynomial of r(y).
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The previous theorem allows us to decode some words without utilizing the remainder correspondence array.
To see how this impacts efficiency, we have the following lemma.

Lemma 3 Given a ¢- error correcting, [n, k] RS code over GF(¢™) the order of the set of error polynomials
that occur in the first 2¢ positions is given by

2 2t 2 L2
9—n<1>—|—n2<2>+...+nt<t)—;On<i>. 2)

(2

Proof The proof is similar to the proof of Lemma 2.

Remark 3 1. Notice that if the received word’s errors occur in the first 2¢ position, by Theorem 2 R(y) has
at most ¢ terms since there are at most ¢ errors.

2. By Theorem 2 we can adjust the array defined in Definition 2.1 to only consider the (¢ — 6) x 2 array
whose first column consists of all remainders which have greater than ¢ terms and whose second column has the
corresponding errors.

As mentioned in the previous section, for a t-error correcting [n, k] Reed-Solomon code, we have a code poly-
nomial ¢(y), which has the form ¢(y) = m(y)g(y), where m(y) is the message polynomial of degree less than k and
g(y) is the generator polynomial of the code C'. We use Theorem 1 and Theorem 2 to decode a received word 7(y).
We now outline the steps of the Division Algorithm Decoding method. Division Algorithm Decoding

Input: Received word r(y) € GF(¢™)[y].

1. Divide r(y) by g(y):

2. Receive the remainder R(y) and the quotient, Q(y).

3. (a) If the number of nonzero terms in R(y) < ¢, then

Output: Q(y), which is the message.

(b) Otherwise do 4

4. Scan the given (¢ — ) x 2 remainder correspondence array to find R(y) and the corresponding e(y) such
that e(y) = R(y)(mod g(y)).

5. Compute 7(y) — e(y)

Output: Code polynomial c(y) € GF(¢™)[y].

3.1 Numerical Examples

Since a by hand” computation can be very time consuming, we utilize GAP computer programming system.
For more information on GAP, see [ 9 ]. We apply the quotient remainder command in GAP to find the remainder and
quotient of the received word when divided by the generator polynomial. Now we give some examples to illustrate
Division Algorithm Decoding.

Example 3 Let C be the [7,3,5] RS code. This code can correct up to two errors. Also from Example 1, we
have, g(y) = y* + a®>y® + y? + ay + a®. Consider the received word r = (0, a?,a*, a%, a, a, a*), which corresponds

r(y)

to the received polynomial r(y) = a?y® + a*y* + a®y> + ay® + ay + a*. Then for 70 we have remainder
g\y

R(y) = a®y + a® and quotient Q(y) = a?y + 1. Since R(y) has two nonzero terms and C'is a 2-error correcting
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code, we utilize Step 3(a) of Division Algorithm Decoding. Therefore the message is m(y) = o’y + 1 from

Example 1.
As the previous example did not require a remainder correspondence array, we now give examples that require

the use of a remainder correspondence array.
Example 4 Let C be the 1-error correcting, [3,1] RS code over GF(22). Let o be the primitive element
of GF(2%). Since C is 1-error correcting we set g(y) = (y — a)(y — a?) = y? + y + 1. Say we receive the

(y)

word 7(y) = y? + ay + a. Using the Decoding Algorithm we compute the remainder R(y) of ﬁ, which is
g\y

R(y) = o®y + . Since the remainder has 2 terms, we use the remainder correspondence array given in Table 1 to

decode. Therefore, from the array we have e(y) = a?y? and so the codeword s c(y) = r(y) —e(y) = ay® +ay +a.

Table 1  Error Correspondence Array for the [3, 1] code C'

R[y] e(y)
y+1 y?
ay + o ay2
a2y + a? aZy?

Example 5 Let C be the [7, 3] Reed-Solomon code then we use the generator polynomial g(y) = y* +a3y® +
y? + ay + o Let c(y) = o®y® + a*y* + a®y® + ay® + (ab)y + o represent the transmitted code polynomial.

(y)

Suppose 7(y) = ay® + aty? + oSy + ay? + o3y + o is the received polynomial. Then the remainder of POl
is R(y) = oSy + a*y? + o’y + a?. Since R(y) has four nonzero terms, we utilize Step 4 of Division Algor?tk?m
Decoding. Now we can look at the (¢ — 8) x 2 = 756 x 2 array and find the remainder listed. From the array we
find R(y) = a*y® + a*y (mod g(y)) and so (y) — (a*y® + a*y) = c(y).
3.2 Probabilities Related to Division Algorithm Decoding

As we saw in Examples 4 and 5 demonstrate the efficiency of Division Algorithm decoding depends on the
number of nonzero terms in the remainder. That is, we can more efficiently correct any received word that has up to
t errors in the first 2¢ positions. Here we discuss the probability of up to ¢ errors occurring in the first 2¢ positions.
To do this we examine certain transmission channels commonly used when transmitting RS codes over finite fields
see [10].

Definition 3 Consider an alphabet with b symbols. A b-ary symmetric channel is a transmission where each

symbol transmitted has the same probability p of being received in error; meaning 1 — p is the probability the symbol

is received correctly. Also each of the b — 1 possible errors are equally likely.
We provide the following theorem to show the probability of up to ¢ errors occurring in the first 2¢ positions,

which by Theorem 2 will allow us to utilize Step 3(a) of Division Algorithm Decoding.
Theorem 3 For a [n, k] RS Code, let p be the probability that a symbol was transmitted incorrectly. The

probability that up to ¢ errors occur in the first 2¢ positions of a received word is

(1—p)" + (i> > <2it)pi(1 -p)" " 3)

i=1
2t



268 Journal of Shanghai Normal University(Natural Sciences) Jun. 2015

Proof Out of n positions, there are ( 2t) different ways to choose 2¢ positions from n positions. However, the

where 1 < 7 < t. If no errors occur the probability is (1 — p)™. In addition, the probability of ¢ errors being received

S . . . 2t , . o
likelihood of having the first 2¢ positions occur is . There are ( ) ) ways to choose ¢ errors in 2¢ positions,
(3

is p'(1 — p)"~%. Therefore, the probability of correcting i errors that satisfy Theorem 2 is: % (2:) pi(l —

| (5)
p)"~* for each i, 1 < i < t. As a result, the probability that t errors occur in the first 2¢ positions is (1 — p)"™ +
% >ie <2it>pi(1 —p)"

(x)

Table 2 gives us some numerical probabilities of receiving words that satisfy the properties from Theorem 3 for
three finite fields. The table shows that as the field grows and the length of the codewords increase, the probability of
having ¢ errors occur in the first 2¢ positions decreases. This implies that the Division Algorithm Decoding becomes
less efficient as n and ¢ increase. Thus when using this decoding algorithm, one is more dependent on the remainder

correspondence array for decoding.

Table 2 Probability of receiving a word satisfying Theorem 3

Field Errors(t) Probability

1 7.94728597005e — 07

GF(2?) 2 4.86373901367¢ — 06
3 0.000520706176758
1 1.11517937741e — 18

GF(2%) 2 1.76331781899¢ — 18
3 1.31655287183e — 17
1 2.48146603058¢e — 47

GF(2%) 2 2.59939139395¢e — 47
3 4.00477926503e — 47

4  Conclusion

In the future, we plan to further investigate the decoding method in order to further develop or generalize the
Division Decoding Algorithm. We also would like to investigate the use of Division Algorithm decoding over error
and erasure channels. Error-erasure channels model situations where both an error and an erasure occurs(' 12/, We
plan to look at some error and erasure channels, study current decoding algorithms over these channels and see how
we may implement the Division Decoding Algorithm over these channels. We hope to develop an algorithm for

decoding error-erasure channels that is heavily based on the Division Algorithm.
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